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Abstract

Given two dynamical systems, we quantify how similar they are with respect to their interaction
with the outside world. We focus on the case where simpler systems act as a specification for a
more complex one. Combining a behavioral and probabilistic perspective we define several useful
notions of the distance of a system to a specification. We show that these distances can be used to
tune a complex system. We demonstrate that our approach can successfully make non-linear
networked systems behave like much smaller networks, allowing us to aggregate large
sub-networks into one or two effective nodes. Finally, we discuss similarities and differences
between our approach and H,, model reduction.

1. Introduction

Given two dynamical systems with a well-defined interaction with the outside world, we want to quantify
how similar these systems are from the point of view of the outside world. For example for the case of power
grids, a distribution grid is typically coupled to the transmission grid at a single point of common coupling.
If we want to specify how the distribution grid should behave, then as far as the transmission grid is
concerned, all we care about is the behavior at the point of common coupling.

In order to make such a similarity measure useful in real world systems, we need to ensure that it can be
efficiently approximated numerically. This way it can be used to tune a complex system so that it typically
appears like one of a class of simple systems that we specify.

To study this problem it is natural to take the behavioral approach to the theory of dynamical systems.
The hallmark of this approach is that it focuses on the possible trajectories that a system can exhibit in
interactions with other systems [1, 2]. In the context of control theory these could be for example the inputs
and outputs of a closed loop system. This perspective allows one to speak about specification and system
behavior on the same level. The basic notion is: A dynamical system is a set of possible trajectories, a
specification is a set of permitted trajectories and a dynamical system satisfies a specification if every possible
trajectory is permissible.

This paper introduces several notions of distance between a system and a specification. These distance
concepts are probabilistic, meaning they can be usefully approximated. Obtaining meaningful and usable
notions of the distance of system and specification enables us to tune complex systems to satisfy
specifications at least approximately. The context we have in mind is tuning the control of a subsystem of a
larger network to present a unified aggregate behavior towards the ‘rest of the world’. In this setting the links
towards the larger network act as inputs/outputs. Another application would be the hierarchical
decomposition of a larger control task, where the specification of lower levels in the hierarchy serve as
systems for the higher level [3].

Two different distance notions are introduced, one suited for optimizing systems towards a specification,
and one for probabilistically validating their compliance. We show that standard tools from differential

© 2023 The Author(s). Published by IOP Publishing Ltd
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programming and non-linear optimization can be used successfully to tune complex systems by minimizing
the sampled approximation of the distance by tuning several complex non-linear dynamical networks.

The method developed here is designed with applications to power grids in mind. In parallel to this
paper we present a software stack based on the capabilities of the Julia language [4, 5], that allows tuning
dynamical properties in power systems [6—8]. In this context a behavioral approach is particularly natural.
Typically the regulatory specification of how the system should behave is not given in terms of a precise set of
differential equations, but rather by describing general properties of the trajectories. For example the system
limits for the rate of the change of frequency (RoCoF) at which disconnections of major generators will
occur, and thus cascading blackouts become likely, is defined by the European transmission system operators
by the conditions that the moving average of the RoCoF stays within: +2 Hzs™! for a 500 ms window,
+1.5 Hzs™! for a 1000 ms window and +1.25 Hz s ! for a 2000 ms window [9]. Any frequency trajectory
that stays inside this curve is considered acceptable. At the same time, the demands, perturbations and faults
that the power grid experiences are varied and random, necessitating a probabilistic approach. This has long
been standard in the analysis of static properties, e.g. [10, 11], but is increasingly also used to systematically
understand dynamic aspects of the system [12—15].

2. Systems and specifications

The highly abstract definitions of behavioral dynamical systems theory are hard to work with directly. The
setting of this paper is to consider behaviors given by parametrized input-output differential equations. Fix
some time interval T = [0, f,a1], State space X, input space I and output space O. We denote the space of
functions from from T to X by XT. Denote the trajectories of the internal states as x € X7, the input states

i € I, and the output states o € OT. We will always use x, i and o to refer to the function, and x(t) € X to refer to
a concrete value. The dynamical system is then given by specifying the dynamics f, the output function g, and
the initial conditions x, all of which can depend on parameters p € P. Note that for notational simplicity we
have chosen to include the initial conditions in the set of parameters. If the choice of initial conditions is free
in X this means that the space of parameters factorizes as P = P x X for some P. Below we will also consider
systems with fixed initial conditions. Finally the inputs are restricted to some set 53;, the equations then are:

(1) = flx(t),i(t),p) (1)
o(t) = g(x(),p)
x(0) = xo(p)

pcePandicB; CI'.

We always assume that these equations can be integrated for the time period T. The set of possible
trajectories of this set of equations is parametrized by P x B;.

In what follows it will be important to distinguish between a system with parameters, a system without
parameters and a specification. Even though all behaviors we consider will be of the input-output (1I0)
form (1), we will denote specifications using z € ZT for internal state, and g for parameters, and we will
denote the complete system of the specification as C:

C: 2(t) = C(2(1),i(t),q) (2)
o€ (1) = g (2(1),9)
2(0) = 2(p)
andg € Q
A parametrized system is denoted by S:
S k(1) =5 (x(1),i(1),p) 3)

0% (1) = g% (x(1),p)

Finally, given a system with no parameter freedom (e.g. |P| = 1), we call the system unparametrized and
denote it as S. The behavior of the system is then determined entirely by the set of inputs ;. We denote the
unparametrized system obtained by fixing the parameter of a system S at some p € P by S|p.

Using these notions of behavior, we can now see explicitly what it means in our case for a system to satisfy
a specification. Take a specification C parametrized by Q. Take an unparametrized system S. The output o is

2
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Figure 1. On the horizontal axis we have the set of input functions I”, on the vertical axis the set of output functions O”. The
solid red lines bound the range of outputs o that can occur in the specification given a specific 7. This range is parametrized by q in
equation (2). An input output system defines a graph, as it maps a given input to an output. On the left, the system with the blue
dashed graph satisfies the specification as, for every i there is a g such that the o of the specification matches the o of the system.
On the right there are some inputs for which no such q exists, and the system does not satisfy the specification.

completely determined by the input i. S satisfies the specification if for every input i there is a g[i] € Q, such
that the specification system C will produce the output o. This is illustrated in figure 1.

Remark. Note that it is not necessary that there is one set of parameters g that matches the system behavior
for all inputs for S to satisfy the specification. In particular we do not require that the two ODEs transfer
functions match. The behavioral condition is strictly weaker.

Given a system with parameters, the tuning problem we want to address is to find a p such that S|,
satisfies a specification. To do so we will now introduce several notions of distance between system and
specification.

3. Distance to the specification

In practice it might often be impossible but also unnecessary to satisty the specification exactly. This can
mean both, that it is acceptable to fail for some inputs, or that the outputs are not exactly but only
approximately the same. Our goal will be to get the system to be close to the specification. To formalize this
idea we introduce a notion of the distance of a system to the specification.

The first important ingredient for this is a distance on the set of output functions, A(o;,0,). In what
follows we will always take the square of the L2-norm:

Afor,00) = / lox(£) — 0s (1) @)

As noted above, the outputs are functions of the inputs and the parameters. We will write o[i, p] or o[i] if
no parameters are present. At fixed input i and parameter p, o[, p] is a function of time. Now given an
unparametrized system S and a specification C of the form (3) and (2) and a given input i we can consider

mqinA(og[i],oc[i,q]), (5)

as a distance of the system to the specification at input 1.

In order to understand how much the outputs typically diverge we need to provide information on what
inputs the system typically encounters. This can be formalized by providing a probability measure p on 5;.
The main distance measure we will investigate in what follows is then given by taking the average distance of
the system to the specification in the sense of (5):

ar(S,C) = /13 min A (og[i],oc[i,q}) (6)

q

i

P
= El’ |:mlnA (Og[i]v Oc [i7 Q})] ’
q
where E,, denotes the expectation value.

Note that d”(S,C) = 0 implies that the system satisfies the spec for all i up to a set of measure zero in p.
Importantly, if the expectation is small we also know that the output of the system is close to an output
allowable according to the specification for most inputs.

3
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Figure 2. Using the same way to illustrate a specification and a system as in figure 1 we illustrate the three distance measures.
The area in between the closest elements of the specification and the system output is checkered, and provides the distance d°.
The size of the range of i for which the specification is violated is drawn on the horizontal axis and corresponds to d%, that is
dP for e = 0, finally the largest distance between the specification and the system corresponds to d"**.

A second complementary distance measure that will be useful for validating the performance of a system
in a more rigorous way is the fraction of inputs for which the distance of the system to the specification is
larger than a margin €. Let O, : R — {0, 1} be the shifted Heaviside step function with ©.(z) = 1ifz > e and
0 otherwise. Then we have:

40(3,C) = / o. (minA (o°10.o¢ [i,q])) p

_ Ef{@e (mqinA (o*[i],oc [i,q]))} . (7)

As p is a probability measure, d** will vary between 0 and 1. Note that d“” = 0 does not guarantee that
the system satisfies the specification. It only implies that almost all inputs produce an output that differs from
the specification by less than or equal to €. Only for e = 0 do we guarantee that the specification is exactly
satisfied for almost all i. Note that these two distances are genuinely complementary and do not coincide.

Finally we note that there is a natural distance that does not depend on a probability measure, but just on
some norm on 3;, namely the maximum distance to the specification given a fixed norm of the input:

d™(8,C) = ‘r”nlz‘ixlminA(og[i],oc [1,4])- (8)
1:||1|]|= q

This notion of distance closely resembles an operator norm. Whereas d” and d** capture the typical
performance of the system, d™* is concerned with the worst case performance only. We will return to this in
section 8 where d™® will allow us to connect and contrast the perspective taken here to conventional notions
of the H,, operator norm and model reduction.

The three distances defined in (6)—(8) are illustrated in figure 2.
4. Sampling based approximations

The distances introduced above require a probability distribution on a set of inputs. Probability distributions
on spaces of trajectories in time are called stochastic processes. The distances we introduced are thus given by
expectation values of stochastic processes, and that in turn means they can be approximated by evaluating
them on a sample B; C 15;, a set of realizations of the process.

Note that, while the various kinds of stochastic differential equations are the most familiar and best
studied class of stochastic processes, they are not necessarily the best suited for the differential equation
setting we study here. Instead we will make use of smooth random functions or random ODEs with smooth
solutions [16]. We will give an example of this below.

Now given a sample B; of realizations of the stochastic process p, with cardinality |B;|, we can introduce
the estimators

~ 1 = .
dr = ‘?Zn}}nA(OS[i],oC[uq]), 9)

HieB;
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for (6) and

ger — ﬁ Z@e(mqinA(og[i],Oc [i,4])); (10)
1 GB

for (7). It is challenging to understand the quality of the first estimator rigorously without further
information on the summand. However, the summand for the second estimator is either 0 or 1. This means
we can interpret this sample as a Bernoulli trial with randomly drawn 7 and ‘success’ defined as

min, A(05[i],0¢[i,q]) < €. The naive estimator d®* then approximates the true probability of the Bernoulli
trial d“”. We can use standard methods [17] to obtain a center point correction and confidence interval for
this estimator. For example, the ‘add two successes and failures’ 95% confidence interval is given in terms of
#1=|B;|+4 and

|B|de* 42
17[ 9y

a:

d(1—d)

AP ~d+2

In practice it will typically not be possible to evaluate the minima in (10) exactly. Note however, that this
leads to an overestimation of the distance. Thus some successes will be incorrectly counted as failures, and
our estimator will tend to be conservative. The confidence interval is most accurately thought of as the
confidence interval for an estimator for the probability that an upper bound on the distance ming A is
below e.

While it is easier to provide rigorous statements on the quality of the estimator for 4“7, the estimate for
d® has the advantage of not requiring an appropriate choice of € and of varying smoothly as the fit between
system and specification changes. This makes it better suited as a basis for tuning the system using
optimization techniques.

5. Tuning the system

Given a parametrized system of the form (3), we can formulate an optimization problem to find the set of
parameters for which the system is the closest to the specification. Recall that d”, as defined in (6), is the
expectation value of a minimum. Optimizing it is thus a non-linear 2-stage stochastic programming
problem. By using the approximation d? we can explicitly give a discretized extensive form.

Recall that we denote as S|p the unparametrized system obtained by setting the parameters of S to p.
Thus we want to find:

Pruned = argmind”(S|p,C). (12)
p

In the expectation value underlying d” there is a minimization for each input. To make this explicit, we
will denote the parameter g of the specification C for a given input 7 as g;. The inner optimizations are
independent and we can exchange the order of the sum and minimization:

P tuned

= argmin = ZminA(oS [i,p],0[i,q:])

» IBil ic, T

:argminmin%ZA(os[i,p],oC[i,qi]). (13)
p e} Bl &

This is as a joint parameter optimization in p and the set {q;} of a large differential equation with a
trajectory based target function. This type of optimizations can be implemented in a straightforward manner
using DiffEqFlux [5] in the Julia language [18]. Our implementation is available at https://github.com/PIK-
ICoNe/ProBeTune.jl. Thanks to the ability to differentiate through ODE solvers a wide range of optimizers
are available to perform this optimization. Crucially, the distance measure is designed in such a way that we
can perform a joint optimization rather than having to perform an optimization of an optimum, a much
harder problem.
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6. Demonstration for a non-linear network

We will demonstrate the distances and their tuning, by considering two paradigmatic examples of complex
non-linear dynamical networks connected at one node to the outside world. We will tune the complex
network of identical dynamical nodes to react to outside inputs like a simple network of nodes of the same
type, thus demonstrating that probabilistic behavioral tuning can aggregate complex networks. The two
systems we will consider are a diffusively coupled network with tunable non-linear stabilizing forces and a
system of Kuramoto oscillators with inertia. The coupling to the outside world is always at node 1 and we
observe the reaction of the state at node 1 relative to the input.

6.1. Diffusive non-linear network
Consider the networked system AN with N nodes denoted by n =1...N:

N
Xn = —Xy *ani + ZAnm(xn = Xm) + O (0 — 1),
m=1

o(t) = i(t) — x1(t) (14)
x,(0) =0
pn R

L
B, = {i Hi(t) = Reza,ef@”’f”f)} 7 (15)

=0

for some fixed graph with adjacency matrix A,,,. The trajectories of this system are always bounded and
therefore smooth solutions always exist. We can specify a probability distribution on B; by specifying a
probability for the parameters a; € R and 6; € [0,27).

Our goal now is to tune a full system with N nodes to behave, as far as the input-output relationship is
concerned, like a two node system .A%. In the concrete example we choose the Barabasi-Albert model [19]
with N =10 to generate A, as such a scale-free network has a rich irregular structure.

Thus we have S = A'° and C = .A2. In (13) this implies that we will jointly optimize over (R*)!0+25il,
That is, the system AN with N parameters and one copy of the system .A? for each element of the sample
B; C B;, with each such copy of the system being parametrized by two parameters.

6.2. Kuramoto oscillators system

The other system we consider is a network of Kuramoto oscillators with inertia with a tunable network. Thus
while above we have a fixed adjacency matrix Aj;, here the network itself is part of the parameters and thus
denoted pj;. The system KV is defined as:

N
q'sn:Qn_PnQ.sn_K Z pnmSin(¢n_¢m)+6nlia

m=1,m#n

o(t) = i(t) — o1 (1) (16)

l<nm<Nandm#n

L
B; = {i Hi(t) = ReZalej(Z”l”re’)} : (17)

=0

where K is the coupling constant, and 2, is the intrinsic node frequency drawn from a Gaussian distribution
centered at 0 with width 1.
We have S = K% and C = K. Thus the specification is a single oscillator.
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Table 1. Sequence of optimization steps in the tuning process of the diffusive non-linear system.

Tuning pipeline step ar
Estimate d” with 10 samples. This provides a g; for each 8.9445
element of the sample.

Tuning d° using g; from the previous step as initial 1.0411
parameters, 50 steps of ADAM(0.01) and 200 steps of

AMSGrad(0.01)

Estimating d” on the original sample after tuning 0.882
Resampling the system, sample of the same size (10). 1.356
Estimating d” for the new sample.

Resampling the system, sample of size 100. Estimating 1.072
d” for the new sample to find initial values of the

parameters.

10 repetitions of the following: 50 iterations of 0.199
ADAM(0.01) and 200 iterations of AMSGrad(0.01)

Resampling the system, new sample of size 100. 0.2053

Estimating d” for the new sample.

7. Numerical results

We will now show the tuning for these systems. In both cases we begin by taking the system and the
specification and determining the d” of the untuned system at randomly guessed initial parameters p, and
then tune the system to improve d”. We will also study the question of whether the optimization is overfitting
to the sample. Overfitting here means that for a small number of samples and a large number of parameters,
it can occur that the parameters fit the specific sample, rather than the underlying distribution. To rule this
out we resample after tuning the system, evaluating the final d” achieved on a sample different from the one
used to optimize the parameters.

Specific details of tuning the two example systems are presented below. Tuning is done using the
Algorithms ADAM, AMSGrad and BFGS as implemented in the package DiffEqFlux.jl. By trying different
combinations of optimizers and number of iterations we found that BFGS is best suited for low dimensional
parameter spaces, as occur in the estimation of d”. The tuning is a high dimensional optimization problem
and works well with gradient descent methods, such as ADAM and AMSGrad.

Step-by-step description of the tuning algorithm and the code can be found in the project repository at
https://github.com/PIK-ICoNe/ProBeTune.jl. The version on which the results of this paper are based is
published in [20]. The tuning was performed on a laptop with i7-8665U CPU. The typical runtime of the
tuning is of the order of 10 min.

7.1. Diffusive non-linear network

Table 1 shows the schedule of estimating behavioral distance, resampling and tuning. We begin by estimating
d* for our initial guess of p with an input sample of size ten, i.e. | B;| = 10, obtaining d? ~ 8.9. The output of
system and specification for three samples is shown in figure 3. Then we tune the system using this sample,
and evaluate the distance again. This way we obtain a significant reduction in distance to the specification to
d? ~ 1.0. Resampling shows that this included only moderate overfitting, the resulting outputs are shown in
figure 4. This might seem surprising as we only have 10 samples but should be viewed in the context that
each sample consists of a timeseries and contains considerable information.

Further tuning the system using a sample of 100 inputs shows a much further reduction of d* to ~0.2
that persists after resampling. The outputs of the system and specification are now barely distinguishable, as
shown in figure 5. Overall the L, distance of the difference of the output signals is a factor 45 smaller than in
the untuned system.

To obtain a rigorous statement about the systems performance, we use the second distance measure (10).
Rather than fixing a single €, we can plot dé* and its 95% confidence interval, as a function of ¢, similar to
[21]. This is shown in figure 6. We thus can state that with 95% confidence, more than 80% of inputs
produce a response that deviates less than 0.1 from the specification in the square L2 norm chosen.

7.2. Kuramoto oscillators system

The Kuramoto oscillators of equation (16) are considerably more complex, exhibiting oscillating behavior.
The ability to make them behave like a single oscillator will crucially depend on whether they can maintain
synchrony. This in turn is controlled by the spread of the intrinsic frequencies s. We will see that indeed a
synchronous system is easier to tune to the specification using our method. To account for the fact that we

7
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Scenarios 1, 2, 3

——— System output
— — — Specification output
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Figure 3. System and specification response to three of the inputs before tuning. dP = 8.9445, Trajectories of each element of the
sample are offset by 2 on the vertical axis for better readability. Dashed line shows the response of the specification, solid line the
response of the system.

Scenarios 1, 2, 3
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Figure 4. Results of tuning for 10 samples. dP =1.0411. Trajectories of each element of the sample are offset by 2. Dashed line
shows the response of the specification, solid line the response of the system.
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Figure 5. System and specification after tuning and resampling with 100 samples. dP =0.1978.
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0.6

0.2 -

Figure 6. d** with 95% confidence interval.

Table 2. Sequence of optimization steps in the tuning process of the second order Kuramoto oscillators system.

Tuning pipeline step d° fors=1.2 d° fors=4.5

Estimate d” with 10 samples. 0.33 0.3853
This provides a g; for each
element of the sample.

Tuning d”, 100 steps of 0.0389 0.1136
ADAM(0.01)

Tuning d” further using BFGS 0.0122 0.0885
Resampling the system, sample 0.0093 0.113

gf the same size (10). Estimating
d” for the new sample.

Tuning d” using BFGS 0.0066 —
Resampling the system, 0.0053 —
estimating d” for the new

sample.

Tuning d” further using BFGS 0.0032 —
Resampling the system, 0.0037 —
estimating d” for the new

sample.

are not tuning initial conditions to a fixed point of the system we only considered the deviation of the system
and specification after initial transients have subsided.

We used a fixed set of 2, with (w,) = 0 and w; = 0 and otherwise drawn from a Gaussian distribution of
variance 1, scaling them by a factor s. At s= 1 the system exhibits robust synchrony, but at s = 5 the system
does not fully synchronize. We tuned the system with s ranging from 1 to 5 with the same optimization
parameters and input functions. We will show in more detail results for s= 1.2 and s =4.5. Table 2 provides
the detailed results of two optimization schedules. For s = 4.5 the further tuning using the BFGS optimizer
failed.

Figures 7 and 8 show the untuned output behavior with dr of ~0.33 and ~0.38 respectively.

Then we tune the systems using BFGS and ADAM algorithms. With the same schedule the respective
values could be tuned down to ~0.01 and ~0.11. This shows that the synchronous behavior can be tuned
much more easily in our case. Further tuning the system with s = 1.2 we could achieve another factor three
improvement of the distance, leading to an overall reduction in the square L2 norm of the outputs of a factor
of 100, as compared to a factor 3 for the system with wider frequency spread. Resulting output trajectories
are shown in figures 9 and 10.

To compare the effect of system synchronicity on the tuning result, we show the final value of d” for all
studied systems from s = 1 to 5 in figure 11. For all systems we used the first four steps of the tuning pipeline
of table 2 with identical parameters.
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Scenarios 1:3,s = 1.2
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Figure 7. Initial trajectories of system and specification for s = 1.2. dP = 0.33. We show trajectories under three inputs from the
sample, offsetting them from each other by 0.5 for better readability.
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Figure 8. Initial trajectories of system and specification for s =4.5. d° = 0.3853.
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Figure 9. Results of tuning for s = 1.2. dP = 0.0032.
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Figure 10. Results of tuning for s=4.5. d? = 0.0885.

0.125 |

Final distance to specification

0.100 -

0.075

0.050 -

0.025

Figure 11. d” as a function of s.

8. Relation to H., model reduction

Above we defined several notions of distance between parametrized differential equations with the same
inputs and outputs. These are in many ways comparable to operator norms of the difference of transfer
operators of such systems. Such operator norms have been used extensively in control theory [22]. If the
specification has no parameters and we deal with linear systems, our d” is just the H2-norm of the difference
of the systems transfer functions [23].

To more thoroughly illuminate the similarities and differences to such approaches we will discuss the
relationship of our tuning to H., model reduction in more detail. H,, model reduction relies on
parametrized classes of transfer operators and optimizes a distance in the space of dynamical systems, and
thus closely resembles some aspects of our approach here.

To begin with we first consider the non-probabilistic d"* distance introduced above as this can be
related explicitly to the H,, operator norm, and its tuning to model reduction. To see this let us consider the
case where both specification and system are given in terms of parametrized linear transfer operators in
Laplace space T(s), such that o[i](s) = T(s)i(s).

The goal of H,, model reduction is the following. Given a system with the transfer operator T, find a
reduced system T4 out of some class of systems, such that the difference in the induced operator norm is
small. Parametrizing the reduced systems with g, and writing T,.4[q], we want to minimize the norm of the
difference between the original and lower-order system (see e.g. [24] for an introduction):

min | T = Treqlq]l|oc =min max [|(T—Trdlq])ill2 (18)

Il
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We can show that the 4™ distance of behaviors introduced in (8) is bounded by the H., norm of the
optimal reduction among the T',. Take the space of possible reduced models to be the specification C and
the system S given by the transfer operators T¢ and T°. Then we have:

d™X(8,0) = max min [|o% [i] — o°[i, q]
i:|lill,=1 4

= max min||(TS — T¢[q))i|>. (19)

i:|lil,.=1 4

This differs from the norm of the optimal model reduction by the order of the min and max. By the
min-max inequality [25] we then have

d™(8,C) <min max ||(TS — T¢[q))ill

q i:]ill,=1

:mqin||T§—Tc[q]Hoo. (20)

Thus d™> is a lower bound of the quality of the optimal H.,, model reduction of T in the class T [q].

This comparison shows both the structural similarities and differences between standard model
reduction, and our behavioral approach. Model reduction asks to have one particular simple system that
behaves like the full system. Fulfilling behavioral specifications, in the setting of this paper, requires that
given an input, such a system exists, but not that these simple systems are the same across all inputs.
Requiring that we always have the same system is more difficult, thus the H, distance to the best reduction
in the class under consideration is bounded by our d™** to the class of reductions from below.

The tuning problem we consider is to tune the complex system S towards better reducibility. However,
both the d"* distance and the H,, norm require solving min-max problems that are difficult for non-linear
and non-convex systems, and that might not be easy to approximate. Further, they are given by the behavior
of the system given the most challenging input. Depending on the purpose of the tuning, a focus on the
worst case might not be appropriate. The probabilistic distances we introduce above instead focus on the
typical performance. Ignoring rare or weak failures of the specification is what allows these distances to be
well approximated by sampling typical inputs. We trade a hard to track min-max problem for an easily
approximated probabilistic estimation, at the price of having to provide a meaningful probability
distribution on the set of inputs.

9. Discussion

In this paper we show how to combine probabilistic and behavioral concepts to provide novel distance
measures that quantify how well a system conforms to a specification. Further, we demonstrate that these
distance measures are well suited to tuning a complex system to a specification. Thus they enable us to
aggregate a complex network into a vastly simpler specification. While they are probabilistic, we can give
mathematically precise confidence intervals for the performance of the tuned system.

We demonstrate that the method can be efficiently used by implementing it in Julia, which has excellent
library support for the type of optimizations required here. We use this implementation to successfully tune
a diffusive non-linear networked system with 10 nodes to behave as a 2-node system, by jointly optimizing
the system and one hundred copies of the specification over a sample of likely inputs, where each copy of
specification corresponds to one possible input.

We also tune a system of 10 Kuramoto oscillators, making them behave in terms of input-output
behavior as a single oscillator. This example is important for potential application of these ideas to power
grids, as in that case the system is oscillating. The conceptual setup does not change, but the performance of
the tuning depends on the system synchronicity. We have explored the impact of the intrinsic frequencies
spread on the tuning result and find that synchronous systems are easier to tune to represent as a single
oscillator, while for non-synchronous systems the same quality cannot be achieved.

The quality of tuning is evaluated using probabilistic notions. We count distances below and above a
certain threshold ¢ as successes and failures respectively, interpreting it as a Bernoulli trial to provide a
rigorous confidence interval. This leads to a stability curve similar to those underlying the approach in [21].

Finally we also discuss the relationship of this approach to model reduction and of our distances to Ho
norms in this context. While the use cases are different, there are considerable structural similarities.

The method introduced here is in principle well suited to establishing novel control hierarchies in
complex multi-modal systems. The motivating example being future renewable power grids. In this context,
the challenge is to optimize parameters of an energy cell, where the input and output characterize the power
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flow at the grid connection point. This sub-network should then be tuned to a specification that ensures that
the continental scale system made of these cells is stable.

However, many open questions remain in order to employ this approach in such a realistic context, and
the approach introduced here raises many new questions. Most importantly, in order to realize the potential
of novel control hierarchies based on probabilistically satisfied specifications, we need to understand how to
safely compose such specifications in a way that the guaranteed probabilistic properties are preserved.

We also focused here on specifications provided by parametrized differential equations. As noted in the
introduction, the specifications for power grids usually given in terms of direct properties of the trajectory
though. In this context it might be possible to explicitly solve for the specification compliant output that has
the least distance to the system output. This would bypass the spec parameter optimization, and all our
remaining concepts would carry through the same way.

Applying the method to non-linear systems relies on the ability of optimization algorithms to perform
efficient searches in the parameter space. While the ability to differentiate through ODE solvers means that a
wide variety of solvers are available for this task in Julia, the systems explored so far do not allow a
comprehensive picture of their performance characteristics. Finally hand tailored optimization algorithms
for this problem are also an intriguing possibility.
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